MA2101S Homework 6

Qi Ji (A0167793L)

19th March 2018

1 Question1

Let K be a field with char(K) # 2 (i.e. 1 +1 # 0in K), let n € N be an odd natural number, and
let X, Y € M, (K) betwon x nsquare matrices over K.

(a) Show thatif X* = —X, then X is notinvertible.
(b) Show thatif XY = —Y X, then X or Yis notinvertible.

(a) Proof. Suppose X! = —X, using the facts that —X = (—1,,) X, determinant is multiplicative,
and (—1)" = —lasnisodd,

det(X) = det(X?) = det(—X) = det((—1,)X)
det(X) = det(—1,,) det(X)
det(X) = (—1)™ det(X)
det(X) = —det( )
det(X) + det(X) =
det(X)(1+1) =
aschar(K) # 2, det(X) = 0,s0 X is not invertible. O

(b) Proof. Suppose XY = —Y X, then similarly,

det(XY) = det((—1,)YX)
det(X)det(Y) = —det(Y) det(X)
det(X)det(Y)(1+1)=0

again as char(K) # 2,det(X) det(Y) = 0,s0 X or Yis not invertible. O
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2 Question 2

Let K be afield,and leta,b,c,d, e, f € K be elements of K. Consider the 4 x 4 skew-symmetric
matrix

in My (K).
b —d 0 f 1(K)
— —e —f 0
Show that det(X) = (af — be + (,3(1)2.
Proof. As X isonly 4 x 4, expand det(X),
—a d e —a 0 e —a 0 d
det(X)=0—al-b 0 fl+b|—b —d fl—c|-b —d 0
—c —f 0 —c —e 0 —c —e —f

= —a(—cdf +bef —af?) +b(be* —aef — cde) — c(—adf + bde — cd?)
= acdf — abef + a® f? 4+ b%e? — abef — bede + acdf — bede + 2 d?
= (af)? + (cd)? + (be)? + 2acdf — 2abe f — 2bcde

On the other hand,

(af —be + cd)® = af (af — be + cd) — be (af — be + cd) + cd (af — be + cd)

= (af)? — abef + acdf — abef + (be)? — bede + acdf — bede + (cd)?
= (af)? + (cd)?® + (be)? + 2acdf — 2abef — 2bcde

Therefore det(X) = (af — be + cd)>.
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3 Question3

Let K be afield, and let n € N be any natural number with n > 1. Consider an n x n square
matrix A € M,, (K).

(a) Show thatdet(adj(A)) = det(A4)" 1.
(b) Show that if A is an invertible upper-triangular matrix, then the same is true for adj(A).

Claim. A adj(A) = det(A) 1,,.

Proof (of Claim). Expanding the (i, j) entries of A adj(A), we have

(A adj(4)),, =

j

Ay, adj(A)y,;

M- 10

(—1)7HF Ay det(Ajy)

=
Il
—

1. Casei = j, we get the co-factor expansion along the i-th row, which evaluates to det(A).
2. Casei # j, consider the matrix B obtained by copying A, then replacing its j-th with the i-th row
of A. Thenforanyk € {1,...,n}, A;, = B;, = Bj, and Xjk = Ejk,then

n

(A adj(A)),, = > (=1)7"F By, det(By)

as B by construction has two equal rows, it has determinant 0.

Therefore
_ det(A) ifi=jy
Mamwwﬁ—{ .
0 otherwise
A adj(A) = det(A4) 1,,. O

(@) Proof. Consider the equality proven, taking determinants,

A adj(A) = det(A) 1
det(A) det(adj(A)) = det(A)"

n

If Aisinvertible (det(A) # 0), we obtain the conclusion.

Asn > 1,071 = 0. It remains to show that when det(A) = 0, det(adj(A)) = 0. Suppose A is
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singular, from claim,
A adj(A) =0.

Reading this equality in terms of left-multiplication means that Im(adj(A)) C ker(A), which
means rank(adj(A)) < nullity(A).

+ Suppose nullity(A) = n, then A is the zero matrix which trivially implies that adj(A) is
also the zero matrix, in this case adj(A) will be singular.

+ Now suppose nullity(A) < n,thenrank(adj(A)) < nullity(A) < n, whichimpliesadj(A)
is not full rank, and thus singular too.

Therefore, the equation det(adj(A)) = det(A)™ ! holds too when A is singular. O

(b) Proof. Suppose A is an invertible upper-triangular matrix, then by claim, adj(A) is invertible too
and has inverse mA. Since A is upper-triangular, whenever i > j, A;; = 0. The (4, j)-entries
foradj(A) is given by

adj(A);; = (—1)"*7 det(A4},).

Then to show that adj(A) is upper-triangular, it suffices to show that forany &, € { 1,...,n },

Takeany k,l € {1,...,n}withk <. Letd,,...,d, € K bediagonal entries of A, then ffkl can
be expressed as

dy

Hence visually verify that whenever k < [, Zk:l is an upper-triangular matrix with at least one zero
on the diagonal, then det(Zkl) = 0. This completes the proof that adj(A) is upper-triangular. O
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4 Question 4

Let K be afield, and let m,n € N, be positive integers,and let V := M, ., (K) be the K-vector
space of m x n matrices over K. Fixam x m square matrix A € M
matrix B € I

K')and an x nsquare

IT1,><HIV<

wxn(K),and consider the map

¢:V -V givenby X~ AXB.

Note. Throughout this question, let F := (€11, ..., €15 -+ s €1y -+ » €y ) d€note the standard basis
forM,,, ., (K) ordered this way. Where forany (r,s) € {1,...,m} x {1,...,n},e,, € M (K)is

characterised by
1 if(i,5) = (r,s)
(eTs)ij = 5ir5js = { :

0 otherwise

mXxXn

(a) Show that ¢ is a K-linear operator on V, and compute its trace Tr(®) in terms of A and B.
Solution. First note that ® = (X - AX) o (Y = Y B). Then because matrix multiplication is bi-linear,
® is a composition of linear maps and is hence a K-linear operator on V.

In order to compute the trace, first figure out where ® sends the standard basis vectors to. For any

(rys)e{l,....m}x{1,...,n},

®(e,,) =Ae, B

TSs

0
=A|B, - B, | < inrthrow
0
Aersl AITBSQ Aersn
_ A2rle A27'B 2 AZTBsn
Am’r‘le AmrBSZ AmrBsn
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Then the trace can be computed by

(r.s)
= ATTBSS
(r,s)
= Z Z ATTBSS
r=1 s=1
=Tr(A) Tr(B) [ |
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(b) Compute the determinant det(®) of ® in terms of A, B, m and n. Solution. Since we estab-
lished that ® = (X — AX) o (Y — Y B), and since determinant is multiplicative, it suffices to
compute the determinantforeach L ,, R : V' — V,where L4 := X — AXand Rg :=Y — YB.

Finding determinant of L 4. Forany (r,s) € {1,...,m} x {1,...,n },compute L 4 (e,,),

LA(ers) = Aers

Alr
=10 : 0
Amr
incolumn s 1

- Alrels T+t Amrems

Then by substituting in different values of  and s, we derive the matrix representation of L 4 (with
respect to ordered basis /) in block form as

All 1n A12 1n Alm 1n
Lol = | 2t Aele o et 0
Aml ln Am2 1n Amm 1n

If Ais singular, it is clear that the left-multiplication by A operator has no inverse, which implies
det(L,) = 0 = det(A). If Ais an invertible matrix, then A is a product of elementary matrices,
so there exists elementary matrices E, ..., B}, € M, (K) suchthat A = E, ---E;. Then L4 =
Lg, oo Lg . Thenwe are reduced to finding out the determinant of the left-multiply by elementary
matrix operator.

Claim. For any elementary matrix E € M,,,.,,,(K), det(L ) = det(E)".

1. Case E'is a “row swap” elementary matrix, then by substituting A = E'in (1), [L 5|4, consists of
nrow swaps from1,,.. Thendet(Ly) = (—1)" = det(E)".

2. Case E'is of a “multiply a row by ¢ € K” matrix, then examine (1) again, [Lz] 4 is a diagonal
matrix with all ones except n occurrences of c. Then det(L ) = ¢ = det(E)™.

3. Case E'is “add multiple of row to another row” matrix, then from (1), [L ;] 4 will be triangular
with 1’s on the diagonal, so det(Ly) = 1 = det(E)".
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Then from multiplicativity of determinant, recall that det(A) = det(E}) -~ det(E; ), then

det(Ly) = det(Lg, ) det(Lpg,)
= det(E,)™ - det(E;)™
= (det(E}y,) -+ det(E}))"
= det(A)"

Finding determinant of R. Forany (r,s) € {1,...,m} x {1,...,n },compute Rz(e,.),

= | By, - B, |+ inrthrow

0
= Bsiep1 + -+ Bgpep,
This time, obtain the matrix representation of R 5 (with respect to ordered basis ) in block form as
Bt
[Rpl, = ' + repeats m times on diagonal (2)
. .
If Bis singular, it is again clear that R has no inverse, and det(Rp) = 0. If Bis invertible, exists

elementary matrices Ey, ..., By, € M,,,,(K) suchthat B = E, - Ej,, then Ry = Ry, o...o R . Now
using a similar argument, we can find the determinant of R .

Claim. For any elementary matrix £ € IM,,.,,(K), det(Rg) = det(E)™.

1. Case E'isarow swap matrix, then from (2), [R 5] 5 contains m row swaps from 1
(—1)™ = det(E)™.
2. Case Eis of “multiply arow by ¢ € K” type, thenin (2), [Rz] 4 is a diagonal matrix with all ones

sodet(Rp) =

mn?

except for m occurrences of c. Then det(L ) = ¢™ = det(E)™.
3. Case Eis “add multiple of row to another row” matrix, then from (2), [R ] 7+ will be triangular
with 1’s on diagonal, so det(Rp) = 1 = det(E)™.
Then from multiplicativity of determinant, we get det(R ) = det(B)™.
Finally,as® = L 4 o R, det(®) = det(L4) det(Rp) = det(A)™ det(B)™. [
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5 Question 5

Let K beafield,and letx,...,x, € K benelementsof K. Then x nvan der Monde determinant
ofxq,...,z, isdefined as
1 1 1
V(zy, zg,...,x,) = det . e
x ’1' ! ;175’. LI 12 !

Show that
Vizy,xg, .. x,) = H (x;—x;) inK.

1<i<g<n

Proof. Proceed by induction on n.

Base case. Forn = 2,z,,z, € K,

1 1
V(xy,xy) = det ( )
Ty T

Induction hypothesis. Suppose for any n — 1 elements z,, ... ,z,, € K, we have V(z,,...,z,) =
H2<i<j<n<xj - xz)

Then forn elements x4, ..., z,, € K,

rn

1 1 1

Ty Lo Ly

V(zy, Tg,y ., x,) = ‘ ‘
n—1 n—1 n—1

T T T,

1 1 1
1% L2 Ty
0 ah % (zg—xy) an2(x, —xp)
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successively subtract k — 1-th row from k-th row as k iterates from n — 1 to 2, and get

1 1
|0 Ty — T T, — T
0 ab2(zg—my) - ap 2z, —xq)
co-factor expansion along first column
Ty — Tq T3 — Tq Ty — Tq
_ To(wy — 1) r3(x3 —xy) o Tz, — )
af P (xy —xy) af(xg—xy) o an(w, —ay)

since every column has a scalar | can factor out, take determinant of the transpose then use multi-
linearity

To—xy @o(mg—xq) - 2B 2(zg— 1)
N o a1 wy(wg —xp) - wh 3 (wg—2p)
Ty —Tq xn<xn_x1> .113‘272(1'71—.1‘1)
]_ xz xg'_Q
u 1 zg o af?
= H(l‘j —xq) L .
j=2 : : . :
1 =z, N2
1 1 1
n x x x
2 3
= H(% — ) "
=2 -
.1'72172 mng 1272
n
:H(JI]—.Tl) V($27 7‘Tn)
j=2

7j=2 2<i<g<n
= H (mj - xz) U
1<i<j<n
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6 Question6

Proof. Proceed by induction on n.

Base case. Forn = 2,leta;,ay € K,

1
det (al )
(aa) _ \-1 a

(az) a Qo
a1a9 +1
Qo
1

1 ay

Induction hypothesis. Suppose forany n — 1 elements a,, ..., a,, € K,

r'n

1
o + _ (ag,as,...,a,)
(ag,y...,a,)
ag +

4

1

a + —
n—1
an

Then for any n elements aq, ..., a,, € K, compute (ay,...,a,,) by expanding along first row,

a; 1 -1 1
-1 a3 - O 0 ag O
(ayy...,a,) =ay — -1 -
O a1 1 O o, 1
-1 aq, -1 a,

expand second term along its first column

az 1 O

—1
:al(a27a37“'7an)+ . .. 1

O -1 a,
= ay(aq,as,...,a,) + (as,...,a,)

then division throughout by (as, ..., a,,) (assuming it makes sense) will allow us to apply the induction
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hypothesis
<a17a27 7an) — 1+ (a’37" 7an)
(a27" 7an) (a27a37 7an>
1
= al —|—
(a27a3> 7an)
(a3>' 7an)
1
— a/l + D
1
(12 +
Cl3 +
1
.
1
an—1 + a
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