
MA2101S Homework 9

Qi Ji (A0167793L)

9th April 2018

Notation. Empty space in matrices denote zero.

1 Question 1

(a) Compute the characteristic polynomial 𝜒Φ(𝑇 ) ∈ 𝐾[𝑇 ] of Φ in terms of 𝜒𝐴 the characteristic
polynomial of 𝐴.

Solution. Note that 𝑉 = 𝕄𝑛(𝐾) admits a direct decomposition

𝕄𝑛(𝐾) = 𝑊1 ⊕ 𝑊2 ⊕ ⋯ ⊕ 𝑊𝑛

where for any 𝑗, 𝑊𝑗 denotes the subspace of 𝑉 given by

𝑊𝑗 ∶= { 𝑋 ∈ 𝕄𝑛(𝐾) ∶ ∀𝑘, 𝑙. 𝑙 ≠ 𝑗 ⟹ 𝑋𝑘𝑙 = 0 }

matrices with all columns 0 except the 𝑗-th column.

Thinking of left-multiplying a matrix column by column, we can observe that each subspace 𝑊𝑗
is Φ-invariant, andmoreover, the restriction Φ|𝑊𝑗

behaves exactly like left-multiplication by 𝐴.
Hence we deduce that with respect to a certain ordered basis of 𝑊𝑗, the restriction Φ|𝑊𝑗

has
matrix representation 𝐴. Then the matrix representation of Φ admits the following block form

⎛⎜⎜⎜⎜⎜⎜
⎝

𝐴
𝐴

⋱
𝐴

⎞⎟⎟⎟⎟⎟⎟
⎠

← 𝐴 repeats 𝑛 times.
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Then to compute the characteristic polynomial, we factor this block-diagonal matrix.

𝜒Φ(𝑡) = det(Φ − 𝑡 id)

=

∣
∣
∣
∣
∣

𝐴 − 𝑡𝐼𝑛
𝐴 − 𝑡𝐼𝑛

⋱
𝐴 − 𝑡𝐼𝑛

∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣

𝐴 − 𝑡𝐼𝑛
𝐼𝑛

⋱
𝐼𝑛

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

𝐼𝑛
𝐴 − 𝑡𝐼𝑛

⋱
𝐼𝑛

∣
∣
∣
∣
∣

⋯

∣
∣
∣
∣
∣

𝐼𝑛
𝐼𝑛

⋱
𝐴 − 𝑡𝐼𝑛

∣
∣
∣
∣
∣

= det(𝐴 − 𝑡𝐼𝑛)𝑛

= 𝜒𝐴(𝑡)𝑛 �

(b) Compute the minimal polynomial 𝑚Φ(𝑇 ) ∈ 𝐾[𝑇 ] of Φ in terms of 𝑚𝐴(𝑇 ) ∈ 𝐾[𝑇 ] the minimal
polynomial of 𝐴.

Solution. As stated in part (a), the restriction Φ|𝑊𝑗
is exactly the process of left-multiplying

column 𝑗 by the matrix 𝐴, and has matrix representation 𝐴 (with respect to some ordered basis).
Then it is clear that the minimal polynomial for Φ|𝑊𝑗

is the minimal polynomial for 𝐴. As the
minimal polynomial for the restriction Φ|𝑊𝑗

divides the minimal polynomial of Φ, we have
𝑚𝐴(𝑇 ) ∣ 𝑚Φ(𝑇 ) in 𝐾[𝑇 ].

On the other hand, for any 𝑗 let 𝐸𝑗 denote projection operator on 𝑊𝑗. The direct decomposition
into Φ-invariant subspaces entails that

Φ = Φ|𝑊1
𝐸1 + Φ|𝑊2

𝐸2 + ⋯ + Φ|𝑊𝑛
𝐸𝑛

note the properties of projection operators, for any 𝑗, 𝐸2
𝑗 = 𝐸𝑗 and for any 𝑖, 𝑗 we have 𝑖 ≠

𝑗 ⟹ 𝐸𝑖𝐸𝑗 = 0. So we have

Φ2 = Φ|𝑊1
2𝐸1 + ⋯ + Φ|𝑊𝑛

2𝐸𝑛

then by induction for any 𝑘 ∈ ℕ,

Φ𝑘 = Φ|𝑊1
𝑘𝐸1 + ⋯ + Φ|𝑊𝑛

𝑘𝐸𝑛.

Let 𝑚𝐴(𝑇 ) = ∑deg(𝑚𝐴)
𝑖=0 𝑎𝑖𝑇 𝑖, note that

𝐸1 + 𝐸2 + ⋯ + 𝐸𝑛 = 𝐼.
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Then evaluating 𝑚𝐴(Φ) gives

𝑚𝐴(Φ) =
deg(𝑚𝐴)

∑
𝑖=0

𝑎𝑖Φ𝑖

=
deg(𝑚𝐴)

∑
𝑖=0

𝑎𝑖 (Φ|𝑊1
𝐸1 + ⋯ + Φ|𝑊𝑛

𝐸𝑛)
𝑖

=
deg(𝑚𝐴)

∑
𝑖=0

𝑎𝑖 (
𝑛

∑
𝑗=1

Φ|𝑊𝑗
𝑖𝐸𝑗)

=
𝑛

∑
𝑗=1

(
deg(𝑚𝐴)

∑
𝑖=0

𝑎𝑖Φ|𝑊𝑗
𝑖) 𝐸𝑗

= 𝑚𝐴(Φ|𝑊1
)𝐸1 + ⋯ + 𝑚𝐴(Φ|𝑊𝑛

)𝐸𝑛

each restricted operator admits a matrix representation of 𝐴 with respect to some ordered basis,
hence each Φ|𝑊𝑗

gets annihilated by 𝑚𝐴, so we have 𝑚𝐴(Φ) = 0 as an endomorphism on
𝕄𝑛(𝐾). Together with our earlier result that 𝑚𝐴 ∣ 𝑚Φ in 𝐾[𝑇 ], we conclude that 𝑚Φ = 𝑚𝐴. �

2 Question 2

(a) If there exists 𝑘 ∈ ℕ⩾1 such that 𝜑𝑘 = 0, show that 𝜑𝑛 = 0.

Proof. Let 𝑚𝜑 ∈ 𝐾[𝑇 ] be the minimal polynomial of 𝜑, 𝜒𝜑 be characteristic polynomial of 𝜑. As
𝜑𝑘 = 0 in End(𝑉 ), we have 𝑚𝜑(𝑇 ) ∣ 𝑇 𝑘, so there exists 𝑙 ∈ { 1, … , 𝑘 } such that 𝑚𝜑(𝑇 ) = 𝑇 𝑙.
As 𝑚𝜑 ∣ 𝜒𝜑, we have deg(𝑚𝜑) ⩽ 𝑛, which means 𝑙 ⩽ 𝑛, so let 𝑙′ ∈ ℕ such that 𝑙 + 𝑙′ = 𝑛. Then
𝜑𝑛 = 𝜑𝑙′+𝑙 = 𝜑𝑙′ ∘ 0 = 0 in End𝐾(𝑉 ). �

(b) Suppose 𝑛 > 1 and 𝜑𝑛 = 0 but 𝜑𝑛−1 ≠ 0 in End𝐾(𝑉 ), show that there does not exist a square
root of 𝜑, that is 𝜓 ∈ End𝐾(𝑉 ) with 𝜓2 = 𝜑.

Proof. Suppose for a contradiction there exists 𝜓 ∈ End𝐾(𝑉 ) such that 𝜓2 = 𝜑. By our
hypothesis, we have 𝜑𝑛 = 𝜓2𝑛 = 0, then by part (a) we have 𝜓𝑛 = 0. Additionally, we have
𝜑𝑛−1 = 𝜓2𝑛−2 ≠ 0, but because 𝑛 > 1, 2𝑛 − 2 ⩾ 𝑛 always. Having 𝜓𝑛 = 0 while a higher or
equal power of 𝜓 be non-zero in End𝐾(𝑉 ) is absurd. �

3 Question 3

Show that twonilpotentmatrices𝐴, 𝐵 ∈ 𝕄3(𝐾)areGL3(𝐾)-conjugate iff theyhave the sameminimal
polynomial – 𝑚𝐴(𝑇 ) = 𝑚𝐵(𝑇 ) in 𝐾[𝑇 ].
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MA2101S Homework 9 9th April 2018

Proof. Suppose 𝐴, 𝐵 are GL3(𝐾)-conjugate, so let 𝑄 ∈ GL3 such that 𝐵 = 𝑄𝐴𝑄−1. 𝑚𝐴 annihilates
𝐵, because

𝑚𝐴(𝐵) = 𝑚𝐴(𝑄𝐴𝑄−1)

= 𝑄𝑚𝐴(𝐴)𝑄−1

= 0

hence 𝑚𝐵 ∣ 𝑚𝐴. A symmetric argument shows that 𝑚𝐵 annihilates 𝐴, and 𝑚𝐴 ∣ 𝑚𝐵. As the two
monic polynomials divide each other, it is necessary that 𝑚𝐴 = 𝑚𝐵.

Conversely suppose 𝐴 and 𝐵 have the sameminimal polynomial 𝑚(𝑇 ) ∈ 𝐾[𝑇 ]. As they are nilpotent
matrices, from 2(a), there exists 𝑟 ∈ { 1, 2, 3 } such that

𝑚(𝑇 ) = 𝑇 𝑟 in 𝐾[𝑇 ].

Then because minimal and characteristic polynomials have the same prime factors, the characteristic
polynomials can be found to be 𝜒𝐴 = 𝜒𝐵 = −𝑇 3 in 𝐾[𝑇 ]. In particular, both 𝐴 and 𝐵 have Jordan
forms.

• Case 𝑟 = 1, then both 𝐴 and 𝐵 are the zero matrix which means they are trivially similar.

• Case 𝑟 = 2, 𝐴 and 𝐵 have the same Jordan form
⎛⎜⎜⎜
⎝

0 1
0

0

⎞⎟⎟⎟
⎠

.

• Case 𝑟 = 3, then 𝐴 and 𝐵 also have the same Jordan form
⎛⎜⎜⎜
⎝

0 1 0
0 1

0

⎞⎟⎟⎟
⎠

.

In any case, 𝐴 and 𝐵 are GL3-conjugate. �

Show that the analogous result is false for 4 × 4 nilpotent matrices. Counter-example. Consider
these matrices 𝐴, 𝐵 ∈ 𝕄4(𝐾) defined as

𝐴 ∶=
⎛⎜⎜⎜⎜⎜⎜
⎝

0 1
0

0 1
0

⎞⎟⎟⎟⎟⎟⎟
⎠

𝐵 ∶=
⎛⎜⎜⎜⎜⎜⎜
⎝

0 1
0

0
0

⎞⎟⎟⎟⎟⎟⎟
⎠

both𝐴 and𝐵 are clearly nilpotentmatrices and a trivial computation reveals that𝑚𝐴(𝑇 ) = 𝑚𝐵(𝑇 ) =
𝑇 2 in 𝐾[𝑇 ]. But both 𝐴 and 𝐵 are already in Jordan form and hence by inspection, these twomatrices
are not GL3-conjugate. �
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4 Question 4

Proof. To show that 𝐴 and 𝐵 are 𝐺𝐿𝑛(𝐾)-conjugate to each other, it suffices to show that eigenvalue
by eigenvalue, 𝐴 and 𝐵 have the same Jordan blocks, because they have the same characteristic
polynomial which splits completely.

Let𝜆 ∈ { 𝜆1, … , 𝜆𝑘 }beaneigenvalueof𝐴 and𝐵, and𝑑be themultiplicity of𝑇 −𝜆 in the characteristic
polynomial. By hypothesis, we have 1 ⩽ dim(𝐾𝜆) = 𝑑 ⩽ 3. Let 𝑐 denote the multiplicity of 𝑇 − 𝜆 in
the minimal polynomial.

• Case 𝑑 = 1, then the Jordan block of 𝐴 and 𝐵 corresponding to eigenvalue 𝜆 are trivially equal,
in fact it is just a 1 × 1 block (𝜆).

• Case 𝑑 = 2,

– Case 𝑐 = 1, the corresponding Jordan block is forced to be (
𝜆 0
0 𝜆

).

– Case 𝑐 = 2, the Jordan block can only be (
𝜆 1
0 𝜆

).

• Case 𝑑 = 3, the restrictions (𝐴 − 𝜆)|𝐾𝜆
and (𝐵 − 𝜆)|𝐾𝜆

are both 3 × 3 nilpotent matrices. The
restriction operators mentioned will also have the sameminimal polynomial 𝑇 𝑐. Then by result
of question 3, the Jordan block of 𝐴 and 𝐵 corresponding to eigenvalue 𝜆 is again the same.

As 𝐴 and 𝐵 have essentially the same Jordan canonical form, they are GL𝑛(𝐾)-conjugate. �

5 Question 5

Proof. Suppose 𝐴 and 𝐵 are GL6(𝐾)-conjugate. The proof produced in Question 3, showing that
similar matrices have the sameminimal polynomial, does not depend on the size of the matrix, and
hence applies here too. It remains to show that dim(ker(𝐴)) = dim(ker(𝐵)). There exists 𝑄 ∈ GL6
such that 𝐴 = 𝑄𝐵𝑄−1. By treating 𝑄 as a change of basis matrix I can choose an ordered basis 𝒞 for
𝐾6 such that [𝐿𝐵]𝒞 = 𝐴. Hence nullity(𝐴) = nullity(𝐿𝐵) = nullity(𝐵).

Conversely suppose𝐴 and𝐵 have the sameminimal polynomial –𝑚(𝑇 ) ∈ 𝐾[𝑇 ], and the same nullity.
An earlier discussion in Question 3 shows that nilpotent matrices have Jordan forms, and also that
𝑚(𝑇 ) is of the form 𝑚(𝑇 ) = 𝑇 𝑟 where 𝑟 ∈ { 1, 2, 3, 4, 5, 6 }. For each 𝑟, proceed to list out possible
Jordan forms of 𝐴 and 𝐵.

1. Case 𝑟 = 1, then 𝐴 = 𝐵 = 0 trivially implies they are GL6 conjugate.
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2. Case 𝑟 = 2, the biggest Jordan block possible is of size 2 × 2, leaving the only Jordan forms
possible to be

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1
0

0 1
0

0 1
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1
0

0 1
0

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1
0

0
0

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

3. Case 𝑟 = 3, the only possible Jordan forms are

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0
0 1

0
0 1 0

0 1
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0
0 1

0
0 1

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0
0 1

0
0

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

4. Case 𝑟 = 4,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0 0
0 1 0

0 1
0

0 1
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0 0
0 1 0

0 1
0

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

5. Case 𝑟 = 5,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0 0 0
0 1 0 0

0 1 0
0 1

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.
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6. Case 𝑟 = 6,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0 0 0 0
0 1 0 0 0

0 1 0 0
0 1 0

0 1
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

From the exhaustive enumeration above, notice that for a nilpotent 6×6matrix, itsminimal polynomial
and nullity uniquely determines its Jordan form. Hence 𝐴 and 𝐵 are GL6-conjugate. �

Show that the analogous result is false for 7 × 7 nilpotent matrices. Counter-example. Consider
𝐴, 𝐵 ∈ 𝕄7(𝐾) defined as

𝐴 ∶=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0
0 1

0
0 1

0
0 1

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

𝐵 ∶=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 1 0
0 1

0
0 1 0

0 1
0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

𝐴 and 𝐵 can clearly be verified to be nilpotent, and both also have the same minimal polynomial
𝑇 3 ∈ 𝐾[𝑇 ]. They also have the same nullity of 3, but both 𝐴 and 𝐵 are in Jordan canonical form, and
their Jordan forms clearly differ, hence 𝐴 and 𝐵 are not 𝐺𝐿7-conjugate. �

6 Question 6

Proof. Similarly to question 4, to show that 𝐴 and 𝐵 are 𝐺𝐿𝑛(𝐾)-conjugate to each other, it suffices to
show that eigenvalue by eigenvalue, 𝐴 and 𝐵 have the same Jordan blocks, because they have the
same characteristic polynomial which splits completely.

Let𝜆 ∈ { 𝜆1, … , 𝜆𝑘 }beaneigenvalueof𝐴 and𝐵, and𝑑be themultiplicity of𝑇 −𝜆 in the characteristic
polynomial. By hypothesis, we have 1 ⩽ dim(𝐾𝜆) = 𝑑 ⩽ 6. Let 𝑐 denote the multiplicity of 𝑇 − 𝜆 in
the minimal polynomial.

• Case 𝑑 = 1, 2, 3. The argument used in Question 4 applies here too, showing that 𝐴 and 𝐵 has
the same Jordan block corresponding to eigenvalue 𝜆.
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• Case 𝑑 = 4, corresponding Jordan blocks would be

– for 𝑐 = 1,

⎛⎜⎜⎜⎜⎜⎜
⎝

𝜆
𝜆

𝜆
𝜆

⎞⎟⎟⎟⎟⎟⎟
⎠

– for 𝑐 = 2,

⎛⎜⎜⎜⎜⎜⎜
⎝

𝜆 1
𝜆

𝜆
𝜆

⎞⎟⎟⎟⎟⎟⎟
⎠

,
⎛⎜⎜⎜⎜⎜⎜
⎝

𝜆 1
𝜆

𝜆 1
𝜆

⎞⎟⎟⎟⎟⎟⎟
⎠

,

– for 𝑐 = 3,

⎛⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0
𝜆 1

𝜆
𝜆

⎞⎟⎟⎟⎟⎟⎟
⎠

.

– for 𝑐 = 4,

⎛⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0 0
𝜆 1 0

𝜆 1
𝜆

⎞⎟⎟⎟⎟⎟⎟
⎠

.

• for 𝑑 = 5, enumerating again

– for 𝑐 = 1,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆
𝜆

𝜆
𝜆

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

– for 𝑐 = 2,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1
𝜆

𝜆
𝜆

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1
𝜆

𝜆 1
𝜆

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.
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– for 𝑐 = 3,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0
𝜆 1

𝜆
𝜆

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0
𝜆 1

𝜆
𝜆 1

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

– for 𝑐 = 4,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0 0
𝜆 1 0

𝜆 1
𝜆

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

– for 𝑐 = 5,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆 1 0 0 0
𝜆 1 0 0

𝜆 1 0
𝜆 1

𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

• Case 𝑑 = 6, the restrictions (𝐴 − 𝜆)|𝐾𝜆
and (𝐵 − 𝜆)|𝐾𝜆

are both 6 × 6 nilpotent matrices. The
restriction operators mentioned will also have the sameminimal polynomial 𝑇 𝑐. In addition,
with the hypothesis that dimension of the 𝜆-eigenspace, dim(𝐸𝜆) are the same for both 𝐴 and
𝐵, the restriction operators will in turn have the same nullity. Then from the result of question 5,
𝐴 and 𝐵 will have the same Jordan block for eigenvalue 𝜆.

By examining the exhaustive enumeration, we observe that 𝐴 and 𝐵 having the same characteristic
polynomial, the sameminimal polynomial, and the same dimension for each 𝜆𝑖-eigenspace is enough
to uniquely determine the Jordan block for each generalised eigenspace 𝐾𝜆. Therefore as 𝐴 and 𝐵
have essentially the same Jordan canonical form, they are GL𝑛(𝐾)-conjugate. �
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